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ABSTRACT: The diastereoselectivity of the addition of (E)-
2-butenyltrimethylsilane to acetaldehyde under electrophilic
(BF3, H3O

+) and nucleophilic (F−) activation is investigated
using density functional theory (M06-2X). The interaction−
distortion/activation−strain model of reactivity is used to
rationalize the origin of the selectivity. Consistent with
experimental model systems, the synclinal transition states
are determined to be preferred over the antiperiplanar
transition states in the electrophilic-activated manifolds and
vice versa for the fluoride-activated manifold. The selectivity
for the syn diastereomer in the electrophilic activation manifolds is accounted for by increased electrostatic and orbital
interactions for a synclinal transition state (syn-T3) at the expense of increased steric interactions relative to antiperiplanar
transition states. The enhanced orbital interactions for the synclinal (syn-T3) versus antiperiplanar transition states can be
attributed to increased π→π* interactions. The selectivity for the anti diastereomer in the nucleophilic manifold is explained by
the lesser electrostatic repulsion in the antiperiplanar transition states which are favored relative to the synclinal transition states.
Additionally, the diastereoselectivity is partly attributed to variation in the distortion of the crotylsilane.

1. INTRODUCTION

The controlled construction of contiguous stereocenters is of
primary importance in the synthesis of natural and non-natural
products. A significant number of methods developed for this
purpose involve the combination of two π systems, specifically
those of electron-rich alkenes with aldehydes and ketones. The
stereochemical course of the bond-forming event is dictated by
the relative topicity of prostereogenic carbons in the transition
state (Scheme 1). Each pairwise combination leads to a unique
stereoisomer, for which three, limiting, staggered arrangements
of the double bonds are possible: antiperiplanar, (+)-synclinal,
and (−)-synclinal. The ability to reliably predict the stereo-
chemical outcome of such reactions is vital for synthetic
planning and requires an understanding of the physical origins
underlying the way in which the structural and electronic

properties of the two π systems (A, D, R1, R2) influence their
relative orientations in the competing transition structures.
Effective stereocontrol mechanisms often rely on strong
organizational elements that enforce propinquity of the reacting
components, such as metal coordination or dative association
with directing groups. On the other hand, some of the most
challenging reactions to rationalize are typically those that are
believed to proceed through open transition-state structures, in
which selectivity controlling factors pertain primarily to
nonbonding interactions. Such reactions are the focus of this
study.
An early phenomenological analysis of the stereochemical

course of these types of reactions formulated a set of
topological rules,1 which are summarized here because they
will be referred to frequently in the following sections (Scheme
2): (i) All vicinal bonds are staggered; (ii) a synclinal
arrangement of the donor (CD) and acceptor (CA)
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bonds is preferred; (iii) the smaller group on the donor (H) is
placed antiperiplanar with respect to the CA bond; and (iv)
the synclinal orientation adopted is that which positions the
donor and acceptor atoms in the closest possible proximity.
Rules (i) and (iii) address the minimization of steric
interactions, whereas rules (ii) and (iv) have electronic
implications. Rule ii has received the most scrutiny
experimentally.
A host of interactions have been suggested to explain these

preferences, including minimization and/or maximization of
unlike and like charge separation, respectively (Coulombic),2

steric effects,3 orbital control,4 and dispersion forces.5 However,
the dominant selectivity controlling interactions that are related
to the structure of the π systems still remains unclear. Each of
the suggested effects is to some extent associated with the
components of the interaction energy of the two fragments in
the transition state. The aim of this investigation was to
computationally identify the interactions that are most
accountable for the diastereoselective preference in pathways
thought to proceed through open transition states using
theoretical methods.
The addition of electron-rich π systems to activated carbonyl

groups constitutes a large body of reactions.6 The stereo-
chemical course of these reactions is often highly predictable
through the use of cyclic transition-state models. Conversely, a
physical understanding of stereochemical control in acyclic
transition structures is less well developed. However, this has
not prevented the accumulation of substantial amounts of
experimental data that have allowed for the formulation of rules
and generalities that possess some qualitative predictive
capacity.7 The immense synthetic utility of the addition of
allylsilanes to aldehydes made it ideally suited to serve as the
platform for this study.

2. BACKGROUND
2.1. Experimental Studies. Beyond the edifice of

preparative studies on the Lewis acid-mediated addition of
allylsilanes to aldehydes, the reaction mechanism and stereo-
chemical course have been extensively investigated. Thorough
stereochemical studies have established that the reaction of
allylic trialkylsilanes proceeds through acyclic (open) transition
states (Scheme 3).8 This behavior is in contrast to the reactions
of allylboron reagents that proceed through closed transition
states because of the Lewis acidic nature of the tricoordinate
boron atom.9 Consequently, six limiting transition structures
can be envisioned that possess staggered orientations of all
bonds to minimize steric interactions (rule i). Additionally, the
Lewis acid is coordinated to the aldehyde oxygen on the side of
the hydrogen atom, as has been amply demonstrated in
spectroscopic and computational studies.10 The silicon group
and the electrophile are located on opposite sides of the allyl
moiety (i.e., anti SE2′) which established the open nature of the
transition state.8 A syn disposition (established for allyl
trihalosilanes)11 would likely perturb the energies of the
synclinal transition states more profoundly.
The syn diastereomer is often produced in these reactions

with high diastereoselectivity. An oft-cited rationale for the
observed diastereoselectivity invokes the minimization of steric
repulsion by proceeding through antiperiplanar transition
states.6f The antiperiplanar transition state leading to the anti
diastereomer (anti-1, Scheme 3) is considered to exhibit more
severe gauche interactions between R1 and R2 than the
corresponding synclinal transition state (syn-1, Scheme 3).

Unfortunately, for intermolecular reactions, it is impossible to
determine the precise orientation of the reactants that lead to
the observed products. Accordingly, to unambiguously
determine the relative orientation of the reactants, a number
of models that incorporate both reactants in a single molecule
have been devised and examined.
The two most studied models are the subject of a number of

detailed investigations from these laboratories (Scheme 4).12

Model system A was designed to probe the preference between
transition structures syn-3 and anti-1 in the reaction of an E-
crotylsilane, whereas model system B was designed to probe
the analogous Z-crotylsilane system. The results of these studies
revealed that the Lewis acid-promoted reactions afforded
predominately the product resulting from a synclinal
disposition of double bonds in the transition state. The
fluoride-promoted pathway was also investigated, and interest-
ingly, the product resulting from the antiperiplanar transition
state is generated in greater amounts. This intriguing
divergence in selectivity clearly suggests that multiple factors
are operative. Clearly, model systems of this type will be limited
in the number of different transition states that can be accessed
given the structural constraints of intramolecularity.

2.2. Computational Studies. The allylation of activated
carbonyl compounds has also been investigated computation-
ally using quantum mechanical methods.13−15 An early gas-
phase DFT study using BFH2 as the Lewis acid and

Scheme 3
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trihydridoallylsilane suggests a pseudocyclic transition state in
which the fluorine atom is closely associated with the silicon
atom.14 Intrinsic reaction coordinate (IRC) calculations imply
bond formation between the silicon and the fluorine atoms.
Only synclinal transition states could be located which is a
direct consequence of the proposed Si···F interaction. The
model simplifications could have introduced an unjustified bias
toward a cyclic transition state which included the use of
weaker Lewis acid (BFH2) and a less hindered, electron-
deficient silicon atom than used experimentally. Moreover, the
conclusion of such an interaction is invalidated by the
experimental demonstration of an anti SE2′ process for
allylsilane additions.12d

A thorough, combined computational and experimental
study on the crotylation of O-methyloxocarbenium ions has
also been reported.15 Canonical ensembles of the calculated
B3LYP transition states are relatively consistent with the
experimentally observed diastereoselectivities that, for the most
part, favor the syn diastereomer. Steric repulsion primarily
accounts for the formation of the major syn diastereomer. The
relative agreement between the predicted and the experimental
diastereoselectivities suggests a stepwise process.
2.3. Goals of this Study. The nature and magnitude of the

interactions governing the selectivity preferences in open
transition structures remain obscure. The deconstruction of
the interaction energies in the transition state and/or along the
reaction coordinate into physically recognizable quantities, such
as steric, electrostatic, orbital, and dispersion should provide
additional insights into the stereochemical controlling factors.
Such a decomposition process was conceived16 and imple-
mented17 by Kitaura and Morokuma a number of years ago. A
recently introduced localized orbital method (LMO-EDA)18

used in this investigation essentially teases out the electrostatic
ΔEelec, polarization (intra-orbital mixing) and charge transfer
(inter-orbital mixing) ΔEpol, exchange ΔEex, repulsion ΔErep,
and dispersion ΔEdisp (applicable when DFT or post-HF
methods are used) energetic contributions from the total
interaction energy ΔEint (eq 1).

Δ = Δ + Δ + Δ + Δ + ΔE E E E E Eint elec pol ex rep disp (1)

Although energy decomposition analysis (EDA) methods
have been applied to understand weak and strong chemical
binding and bonding,19 the method has seen relatively limited
application toward understanding reactivity and selectivity in
chemical reactions.20 Bickelhaupt, Houk, and Ess have
pioneered the activation−strain model20a−d or synonymously
the distortion−interaction model20e−l of reactivity to analyze a
number of chemical reactions. This method decomposes the
energy difference between a point along the reaction coordinate
and the minimum from which it originates ΔE(ξ) (ξ, extent of
reaction) to the sum of the interaction energy of the distorted
reactants (ΔEint) and the energy required to distort the
fragments to that geometry in the absence of any interaction
(ΔEdist).

ξΔ = Δ + ΔE E E( ) int dist (2)

A significant number of reactions have been investigated for
which ΔE(ξ) as a function of structure is more strongly
correlated with the distortion energy rather than the energy of
interaction ΔEint. This situation will more often be observed for
reactions with late transition states and those that have high
frequency bending modes along the reaction coordinate.20e,f

Reactions with earlier transition states are expected to better
correlate with the interaction energy component of the total
energy which more closely parallels the predictions of FMO
theory.
The goal of this study was to reveal which components of the

interaction energy contributed most to the observed diaster-
eoselectivity for the addition of (E)-2-butenyltrimethylsilane to
acetaldehyde under activation by BF3, hydronium ion, and
fluoride ion. The first stage in the program required locating the
six staggered transition structures for which DFT was the
chosen theoretical approach. Next, the energies for each
transition structure were decomposed along their respective
reaction coordinates. Then for each reaction, the components
of the interaction energy that contributed most to the
diastereoselectivity were identified, and the EDA results were
validated through assessment of geometrical and electron
density properties. The analysis would ideally provide a better
understanding of the selectivity controlling factors in the
allylation of aldehydes and other open transition-state reactions,
such as Mukaiyama-type aldol21 and Michael22 addition
reactions.

3. COMPUTATIONAL METHODS
All geometries were fully optimized using the M06-2X23 density
functional in conjunction with the 6-31+G(d,p) basis set for all atoms.
The CPCM model24 was used for inclusion of dichloromethane as
solvent for all optimizations. The nature of all stationary points was
determined by seminumerical (numerical differentiation of analytically
computed first derivatives) computation of vibrational frequencies
which were used for obtaining zero-point vibrational energies at 195 K,
and the “quasiharmonic approximation”25 (with all frequencies below
80 cm−1 being replaced by 80 cm−1 for computing free energies) was
used for reducing error from the use of the harmonic oscillator
approximation for low-frequency normal modes. A scaling factor of
0.967 was used for calculating ZPE.26 The electronic energies were
further refined using the 6-311+G(2d,2p) basis set. Interaction energy
decomposition was performed using the LMO-EDA method.18

Natural population analysis and perturbation theory energy analysis
were performed using NBO 3.1 within Gaussian09.27 All geometry
optimizations and LMO-EDA were performed using the GAMESS28

program.

Scheme 4
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4. RESULTS AND DISCUSSION

4.1. Reaction Mechanism. 4.1.1. BF3-Promoted Addition.
Previous computational studies on the reaction mechanism of
BF3-promoted addition of (E)-2-butenyltrimethylsilane to
acetaldehyde (Scheme 5) have focused on simplified systems
and did not probe the entire transformation from reactants to
products. For example, side processes, such as oxetane29

formation, have not been accounted for, and the desilylation
step remains uninvestigated. Moreover, the experimentally
documented formation of fluorotrimethylsilane at a temper-
ature of −80 °C needs to be reconciled.30 More importantly,
the potential influence of steps subsequent to carbon−carbon
bond formation on the diastereoselectivity has not been
considered in detail.

A potential energy diagram was mapped out for the BF3-
promoted crotylation of acetaldehyde (Figure 1) to gain a
better understanding of the reaction mechanism, particularly
the fate of the intermediate after C−C bond formation. Initial

complexation of BF3·OMe2 to acetaldehyde is thermodynami-
cally unfavorable (ΔG1→2a = 3.3 kcal/mol; ΔG1→2b = 4.7 kcal/
mol), which is consistent with the stronger Lewis basicity of
ethers relative to aldehydes31 and more than compensates for
the partial charge delocalization from aldehyde complexation.
Formation of the anti isomer 2a is more favorable than the
corresponding syn isomer 2b (ΔΔG = 1.4 kcal/mol). This well-
established thermodynamic preference32 together with the
attendant, enhanced activation of the carbonyl group
(evidenced by the greater LUMO lowering (∼0.04 eV) of 2a
compared to 2b, resulting from more effective complexation),
suggests that the reaction is primarily proceeding through anti
isomer, 2a.
Association of the aldehyde-BF3 complex 2a with (E)-2-

butenyltrimethylsilane results in the formation of pretransition-
state complex 3. A transition state connecting 2a to 3 was not
investigated. Similar pretransition-state complexes have been
invoked in the structurally similar Mukaiyama aldol reaction in
gas-phase computational studies.33 The physical nature of
complex 3 was probed through an EDA of the reactants and
can best be described as a charge-transfer/van der Waals
complex.34

Complex 3 next proceeds through transition state 4⧧ to form
intermediate 5 in a considerably endergonic step (ΔG3→5 = 5.5
kcal/mol) (Figure 1). Intermediate 5 may proceed through at
least six readily accessible pathways (4⧧, 6⧧, 7⧧, 8⧧, 9⧧, 11⧧).
Reversion (via 4⧧) is actually the lowest-energy pathway with a
barrier of only ΔG⧧

5→4 = 1.8 kcal/mol. Desilylation of 5 is

Scheme 5

Figure 1. Energy diagram illustrating reaction pathways investigated for the BF3·OMe2-promoted crotylation of acetaldehyde. Relative energy values
are represented as free energies G (kcal/mol) and are calculated at the CPCM(CH2Cl2)-M06-2X/6-311+G(2d,2p)//CPCM(CH2Cl2)-M06-2X/6-
31+G(d,p) level. Energies in brackets represent enthalpies H (kcal/mol). Thermodynamic quantities are determined at 195 K.
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necessary to proceed toward the observed products, and
multiple pathways can be envisioned to effect this process.
Intramolecular transfer of the silyl group to the fluorine atom
with concomitant Si−F cleavage via an eight-membered
transition state 7⧧ to generate product 15 and fluorotrime-
thylsilane directly is the highest-energy pathway (ΔG⧧

5→7 =
11.9 kcal/mol) and is thus less likely to contribute. This finding
is in contrast to previous computational studies suggesting
direct fluorine to silicon transfer.30 Intramolecular transfer of
the silyl group to the oxygen atom via a six-membered
transition state 8⧧ is a more favorable pathway (ΔG⧧

5→8 = 4.0
kcal/mol), but there are still accessible lower-energy pathways.
Alternatively, external nucleophiles can serve as desilylating
agents in bimolecular steps. However, the only stable
nucleophiles present in solution are the aldehyde reactant
and the dimethyl ether that is decomplexed. Free fluoride ion is
unlikely to be present in solution to effect desilylation.
Desilylation carried out by dimethyl ether (ΔG⧧

5→11 = 2.3
kcal/mol) or acetaldehyde (ΔG⧧

5→9 = 3.1 kcal/mol) provides
lower-energy alternatives to the intramolecular transfer via 7⧧

and 8⧧. Acetaldehyde and dimethyl ether serve to shuttle the
silyl group to the oxygen via intermediate ion pairs 13 and 12,
respectively, to form highly stable product 14. Conversion of
ion pairs 12 and 13 to product 14 is expected to be near
barrierless, and thus transition states were not investigated that
lead to 14.
The formation of fluorotrimethylsilane suggests the need for

the conversion of product 14 to product 15. Deprotection of
silyl ethers with BF3 can be performed experimentally,
supporting the conversion of 14 to 15. Product 15 likely
either dimerizes35 or coordinates with dimethyl ether to
increase the thermodynamic preference.36

The broad energy landscape accessible to intermediate 5
equates to a complex dependence of the diastereoselectivity on
the energies of multiple stationary points, including transition-
state energies to C−C bond formation that lead to 5 and the
transition-state energies of desilylation. Modeling results with
TiCl4 support a less broad energy surface for which the initial
barrier primarily dictates the diastereoselectivity.37 Even though
the BF3-promoted pathway may be complicated by reversibility,
the critical, stereodetermining C−C bond forming step was
investigated more thoroughly with respect to the topological
approach of the activated aldehyde as a model for systems that
do not exhibit potential reversibility, such as was found for
TiCl4.
4.2. Stereodetermining Transition States. 4.2.1. Geo-

metries and Energies. 4.2.1.1. BF3-Promoted Pathway. All six
transition-state structures for the BF3-promoted crotylation of
acetaldehyde were located and are provided in Figure 2. The
geometries compare reasonably well with those obtained from a
recent computational study on the diastereoselectivity in the
Mukaiyama aldol reaction.38 As expected from the difference in
nucleophile reactivity, the transition states obtained here are
considerably later. For the synclinal conformations, all bonds
are arranged with roughly staggered orientations. The anti
conformations are perturbed slightly from the idealized 180°
dihedral angle for staggered orientations displaying dihedral
angles of 187° and 185°. The distances between the carbon
atoms undergoing bond formation are very similar (1.97 ± 0.02
Å). The predicted energies reveal a preference for the transition
states leading to the syn diastereomer, particularly through
transition state syn-T3-L39 that possesses a synclinal arrange-
ment of double bonds. The two antiperiplanar transition states

(syn-T1-L and anti-T1-L), which are commonly invoked as
providing lower-energy channels because of minimized steric
interactions,6f do not possess the lowest energies of the six
structures. These relative energy values suggest that steric
interactions may not be important contributors to the overall
diastereoselectivity compared to other energetic components.

4.2.1.2. Brønsted Acid Promoted Pathway. The crotylsilane
addition through Brønsted acid activation was also investigated.
This mode effectively removes any steric influence that the
Lewis acid may impart. A single water molecule was used to
attenuate its level of activation, as relaxed coordinate scans in
the absence of a water molecule suggest a barrierless bond
formation. The location of the proton in the activated carbonyl
group presents some ambiguity, however its position has little
influence on the energies of either the reactants or the
transition states.40 To be geometrically consistent with other
Lewis acids, the proton is situated synperiplanar to the
aldehydic hydrogen.41

Some of the transition states deviate from idealized staggered
conformations (Figure 3). Antiperiplanar transition state syn-

Figure 2. Six transition states for BF3-promoted crotylation. aRelative
transition-state energies (ΔG⧧ and ΔH⧧) in kcal/mol. bC(1)−C(2)
bond distance (Å). cApproach angle (°). dDihedral angle (°).
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T1-H adopts a 190° dihedral angle, likely in an effort to relieve
unfavorable interaction between the methyl group of the
aldehyde and the TMS-CH2 group. Whereas all the synclinal
transition states for the BF3-mediated allylation exhibit a
smaller dihedral angle in which the oxygen atom is positioned
close to the partially positively charged carbon atom of the
crotylsilane, all of the synclinal conformations for the proton-
mediated pathway deviate from this orientation by maximizing
the distance between the protonated oxygen and the carbon
atom C(1) gaining the positive charge. This preference likely
results from electrostatic repulsion considering the fact that
transition state anti-T3-H positions the two methyl groups in a
near eclipsed conformation to provide sufficient distance
between the partially positively charged atoms. The electro-
static gain in energy by avoiding repulsion more than
compensates for the loss in energy from unfavorable steric
interactions.
4.2.1.3. Fluoride-Promoted Pathway. The fluoride-pro-

moted pathway illustrates interesting contrasts with the BF3
and Brønsted acid-promoted pathways (Figure 4). Both
antiperiplanar transition states are lower in energy than all
four synclinal transition states, in contradistinction to the Lewis
acid-containing transition states. As was seen in the Lewis acid-
promoted reactions, anti-T1-F is the lower energy of the two
antiperiplanar transition states. Generally the dihedral angles
more closely resemble those of the BF3-bound transition states.

Structure syn-T3-F is the lowest-energy synclinal transition
state as was also observed for both Lewis acid-bound transition
states.
To summarize this section, the activation energies reveal that

the electrophilically activated pathways show a preference for
the formation of the syn diastereomer specifically through the
syn-T3 transition state. The formation of the competing anti
diastereomer takes place via anti-T2-L and anti-T1-H. In
comparison, the nucleophilically activated pathway exhibits a
preference for formation of the anti diastereomer via the
antiperiplanar anti-T1-F transition state. These results are in
accordance with experimental findings.6k The factors that
influence the reactivity differences in each pathway as well as
the divergence in diastereoselectivity between the electrophili-
cally and nucleophilically activated pathways will be addressed
using EDA in the following sections.

4.2.2. EDA of Transition States. The interaction energies
between the aldehyde and allylsilane partners for all transition
states were decomposed to reveal the relative contributions of
the individual components of the interaction energy as well as
the distortion energy to the total energy ΔE⧧. For
completeness, the energies of distortion of each reactant are
also included in the analysis. With the inclusion of reactant
distortion energies, the total electronic activation barrier ΔE⧧

can be expressed as ΔE⧧ = ΔEint⧧ + ΔEd⧧(A) + ΔEd⧧(B).
42

The variation in solvation energies (Esolv
⧧ − Egas

⧧) is not
included in this decomposition but is nevertheless small and
does not explain the variation in the transition-state energies.43

Figure 3. Six transition states for Brønsted acid-promoted crotylation.
Water is excluded for clarity. See Figure 2 for legend.

Figure 4. Six transition states for fluoride-promoted crotylation. See
Figure 2 for legend.
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The transition states for the BF3-promoted reaction are the
latest along the reaction coordinate as well as being the most
endergonic, hence a greater degree of distortion is necessary to
achieve suitable levels of interaction as is observed (Table 1).
The lowest-energy transition state syn-T3-L does possess the
second highest interaction energy behind syn-T2-L as well as
the lowest energy of distortion of the crotylsilane component
ΔEd(B). Transition state anti-T1-L, however, has the next
lowest energy required to distort the crotylsilane component
ΔEd(B). The antiperiplanar transition states syn-T1-L and anti-
T1-L have the lowest steric contribution ΔEexrep

⧧, which is the
traditional rationale for its status as the preferred transition
state.6f Although syn-T1-L is sterically the most preferred
transition state, it suffers from a relatively low preference in
terms of orbital ΔEpol⧧ and electrostatic interactions ΔEes⧧.
Overall, the energetic preference for transition state syn-T3-L
can be attributed to a combination of favorable electrostatic and
orbital interactions and a low energy of distortion of the
allylsilane component.
The energy breakdown in the Brønsted acid-mediated

pathway is similar to the BF3-mediated pathway. A marked
distinction is the earlier nature of the lowest-energy transition
state syn-3-H (d = 2.24 Å). Counterintuitively, syn-T3-H also
possesses the most unfavorable interaction energy. For every
component of the interaction energy, excluding a substantially
favorable steric component (ΔEexrep

⧧), syn-T3-H exhibits the
weakest interaction. The smaller favorable energies in syn-T3-
H are compensated for by highly favorable distortion energies
for both the aldehyde and allylsilane components.
The fluoride-promoted pathway generally has high reaction

barriers, but the reaction is concerted, after pre-equilibrium
formation of a pentacoordinated fluorosilicate. The lowest-
energy transition states are antiperiplanar (syn-T1-F and anti-
T1-F) with anti-T1-F being slightly lower (0.9 kcal/mol).
Analysis of the energetic contributions of this pathway is
complex because all components of the interaction energy
influence ΔE⧧ to a similar extent. However, the antiperiplanar

transition states do appear to benefit from decreased steric
(ΔEexrep⧧) and favorable electrostatic (ΔEes⧧) interactions,
whereas the synclinal transition states syn-T3-F and anti-T2-F
exhibit the strongest orbital interactions (ΔEpol

⧧). The
electrostatic preference for antiperiplanar TS’s contrasts the
electrophilically activated pathways in which the synclinal
transition states are electrostatically preferred. The role of
distortion energy is not as significant in the fluoride-promoted
pathway.
In summary, for the BF3-promoted pathway, the antiper-

iplanar transition states are preferred sterically, whereas the
synclinal transition states are preferred through electrostatic
and orbital interactions. The combination of these factors
renders syn-T3-L the energetically preferred transition state
overall. The Brønsted acid-promoted pathway is complicated
by significant variation in distortion energy. For the fluoride-
promoted pathway antiperiplanar transition states are preferred
overall because of favorable steric and electrostatic (contrary to
the BF3-promoted pathway) interactions while favoring the
synclinal transition states through orbital interactions.

4.2.2.1. Rationalization of Diastereoselectivity. To a first
approximation, the overall diastereoselectivity can be rational-
ized by the difference between the lowest-energy transition
state leading the syn diastereomer and the lowest-energy
transition state leading to the anti diastereomer (Table 1). Each
bar in the graphs in Figure 5 represents the difference for the
indicated component of the overall energy (ΔE⧧) between the
lowest-energy syn transition state versus the lowest-energy anti
transition state (ΔΔEx < 0 reflects a preference for the syn
transition state for energy component x, while ΔΔEx > 0
reflects an anti preference).
The transition states for the BF3-promoted process exhibit a

small difference in distortion energy (ΔEd⧧) reflecting similar
extents of bond formation at the transition state. Although
sterically unfavorable, transition state syn-T3-L benefits from
considerably favorable electrostatic and orbital interactions.
The diastereoselectivity for the BF3-promoted process is thus

Table 1. Energy Decomposition Analysis of Reactants in Transition States for All Three Modes of Activationa

TS ΔEes⧧ ΔEexrep⧧ ΔEpol
⧧ ΔEdisp⧧ ΔEd⧧(A)b ΔEd⧧(B)c ΔEint⧧ ΔE⧧d

syn-T1-Le −34.2 120.5 −84.6 −29.6 21.8 10.2 −27.9 4.1
syn-T2-L −44.5 143.7 −98.2 −33.2 24.0 8.0 −32.2 −0.2
syn-T3-L −42.0 137.8 −96.5 −30.8 23.1 7.5 −31.5 −0.9
anti-T1-L −38.6 128.3 −90.1 −28.7 22.4 7.8 −29.1 1.1
anti-T2-L −42.9 139.7 −96 −31.3 23.9 9.1 −30.5 2.4
anti-T3-L −33.3 122.9 −86.4 −31.3 21.4 8.3 −28.1 1.6

syn-T1-Hf 11.5 84 −91.9 −25.0 14.0 5.5 −21.4 −1.9
syn-T2-H −4.21 120.1 −117.7 −27.7 21.5 4.0 −29.5 −4.0
syn-T3-H 15.5 77.2 −86.4 −24.0 10.3 2.3 −17.7 −5.0
anti-T1-H 9.7 89.9 −96.7 −24.9 14.3 4.1 −22.0 −3.6
anti-T2-H 7.2 94.5 −97.6 −26.9 14.7 4.3 −22.7 −3.7
anti-T3-H 0.9 107.0 −106.7 −28.0 19.0 4.8 −26.8 −3.0

syn-T1-Fg 5.8 74.8 −71.7 −20.5 6.5 10.0 −11.6 4.9
syn-T2-F 4.9 78.3 −74.2 −19.9 7.2 9.9 −10.9 6.2
syn-T3-F 7.9 83.9 −81.3 −21.7 7.5 9.0 −11.2 5.2
anti-T1-F 3.6 80.3 −74.6 −21.6 7.2 9.0 −12.2 4.0
anti-T2-F 2.1 86.9 −78.3 −21.4 7.9 9.4 −10.7 6.6
anti-T3-F 13.5 72.8 −76.7 −19.5 6.8 10.4 −9.9 7.2

aAll energies are in units of kcal/mol. bDistortion energy of aldehyde component. cDistortion energy of crotylsilane component. dΔE⧧ = ΔEd⧧(A) +
ΔEd⧧(B) + ΔEint⧧ eBF3-promoted pathway fBrønsted acid-promoted pathway gFluoride-promoted pathway.
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largely attributed to favorable electrostatic ΔEes and orbital
ΔEpol terms for syn-T3-L.
For the Brønsted acid-promoted pathway, the lowest-energy

transition state is particularly early (dC(1)−C(2) = 2.24 Å)
compared to all other transition states for this pathway (Figure
3). The early nature is reflected in a smaller ΔEd. The low
energy of distortion and steric interactions for syn-T3-H
accounts for the diastereoselectivity observed in the Brønsted
acid-promoted pathway. The origin of the favorable distortion
level for syn-T3-H is the subject of a forthcoming section.
The diastereoselectivity in the fluoride-promoted reaction is

largely accounted for by the difference in the energies of the
antiperiplanar transition states. The greatest energetic contrib-
utor to the transition-state energy difference is steric
interactions (ΔEexrep) in preference for transition state syn-
T1-F. However the combination of favorable electrostatic
(ΔEes), orbital (ΔEpol), and dispersion (ΔEdisp) terms results in
the overall energetic preference for anti-T1-F.
The variation in distortion has a significant impact on the

energies of competing transition-state conformations and
consequentially the diastereoselectivity. Decomposition of the
interaction energy alone is not sufficient for a complete
understanding of this variation. Uncovering the origin of the
variation in the distortion energies would provide a more
complete rationalization of the observed diastereoselectivities
and is the focus of the following sections.
4.3. Origin of Variation in Distortion. The origins of the

variation in distortion can be better understood if that variation
can be explained by components of the interaction energy. This
analysis can potentially be achieved by comparison of ΔEint at
constant distortion (ΔEint,d) among multiple transition states
and may be considered viable when a linear relationship exists
between ΔEint,d and ΔE⧧. This procedure allows the
investigation of the components of the interaction energy
close to the transition state that best account for the variation in
ΔEd(ξ).
The transfer in variation was achieved by performing an EDA

on selected points along the reaction coordinate for all
transition states. Each component of the energy was plotted
as a function of ΔEd(ξ) and fitted to a parabolic curve. The
energies were interpolated on the basis of a parabolic fit.44 The
optimal ΔEd(ξ) was chosen based on the correlation between
ΔE⧧ and ΔEint,d(ξ) + ΔEd(ξ) for all of the pathways.45

A linear relationship is expected between ΔE⧧ and ΔEint,d(ξ)
+ ΔEd(ξ) if the change in energy from distortion at small
variations in ξ near the transition state is approximately equal to
the energy gained by interaction (dEint/dξ ≈ −dEd/dξ) for all
transition states (low curvature at the transition state). All three
pathways exhibit ΔEd(ξ) values in the range of the distortion
levels at the transition states ΔEd⧧ for their respective reactions.
Strong linear trends are observed and thus validate the
comparison of the components of the interaction energy
(ΔEint) at the corresponding constant levels of distortion.46

The distortion energy difference in Figure 5 for the BF3 and
fluoride-promoted pathways is small, and thus its distribution
among the different interaction energies results in only small
differences from Figure 5. This is not the case within other
transition-state comparisons and will be addressed in a later
section.
The difference in distortion for the Brønsted acid-mediated

pathway, however, between the synclinal transition-state
pathways syn-T3-H and anti-T2-H is significant at a value of
6.4 kcal/mol (Table 1 and Figure 5), favoring the syn-T3-H
pathway. This large difference in distortion leads to a very
different interaction energy landscape at constant distortion
than at the distortion level of the transition state (compare
difference in Table 1 vs Table 2).47 Whereas, the only energy
components that favor syn-T3-H at the transition state are
ΔEexrep and ΔEd (6.4 kcal/mol, Figure 5), all of the energy
components favor syn-T3-H at constant distortion except for
ΔEexrep and ΔEdisp. Thus, the origin of the large distortion
energy difference favoring syn-T3-H at the transition state is
accounted for mostly by a large favorable orbital term ΔEpol.

Figure 5. Differences in components of interaction energy between two lowest-energy different transition states in each activation mode in kcal/mol:
(a) BF3, (b) H

+, (c) F−. a x = es, exrep, pol, disp, d, int.

Table 2. Energetic Components at Constant Levels of
Distortiona

TS ΔEes,d
⧧ ΔEexrep,d

⧧ ΔEpol,d
⧧ ΔEdisp,d

⧧ ΔEint,d
⧧

syn-T1-H 13.5 79.4 −87.9 −24.6 −19.6
syn-T2-H 7.0 94.7 −97.8 −25.9 −21.9
syn-T3-H 8.0 94.2 −99.3 −25.6 −22.7
anti-T1-H 10.6 87.9 −95.0 −24.8 −21.3
anti-T2-H 8.9 90.9 −94.5 −26.6 −21.4
anti-T3-H 9.7 87.6 −91.7 −26.4 −20.8

aValues for Brønsted acid pathway are interpolated at ΔEd(ξ) = 17.7
kcal/mol.
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The origin of the enhanced orbital interactions favoring syn-
T3 for all activation manifolds remains unclear at this point.48 A
frontier orbital energy analysis can be used to dissect the orbital
interactions into contributions from orbital overlap and frontier
orbital energy differences in the reacting components, which is
the focus of the following sections.
4.4. Orbital Energy Analysis. 4.4.1. Rationalizing

Synclinal Selectivity. The foregoing analysis revealed that in
the electrophilic activation manifolds, the preference for syn-
T3-L and syn-3T-H pathways is attributed to increased orbital
interactions and to a lesser extent, electrostatic interactions and
that in the nucleophilic activation manifold, the preference for
antiperiplanar anti-T1-F is attributed to decreased steric and
electrostatic repulsion. Nevertheless, the most favorable
transition state leading to a syn product, syn-T3-F, possesses
the greatest orbital interactions. The nature of this increased
orbital interaction term for those synclinal transition states is
next examined by a frontier orbital energy analysis.
The figure (a) in Table 3 depicts the orbital energy diagram

for the BF3-promoted and Brønsted acid-promoted pathways
and figure (b) depicts the fluoride-promoted pathway. The
HOMO for the undistorted crotylsilane is shown on the far left
and the LUMO of the undistorted aldehyde component is
shown on the far right in both figures. The nuclei are then
allowed to distort to the transition-state geometries and the
energies of the resulting distorted orbitals are then determined.
The resulting distorted orbitals are allowed to mix causing the
orbital splitting in the transition states which is shown in the
center of the diagrams, corresponding to HOMO⧧ and
LUMO⧧.
Under second-order perturbation theory,49 the amount that

the HOMO⧧ energy is lowered relative to the HOMO of the
crotylsilane component (Δx

⧧) is dependent on both the
HOMO−LUMO gap (Δx) of the reactants, the resonance

energy associated with the overlap region, and the exchange-
corrected Coulombic repulsion contributions. The amount of
charge transfer (Δqx) in the transition state from the
crotylsilane to the activated aldehyde component is listed in
Table 3.50 The charge transfer includes effects from both
resonance energy from orbital overlap and Δx.
In comparing synclinal transition state syn-T3-L to

antiperiplanar transition state anti-T1-L, the orbital energy
differences ΔL are equivalent (ΔL(syn-T3) = ΔL(anti-T1),
Table 3). This equivalence means that the distortion of the
reactants leads to equivalent frontier orbital energy separation.
However, the charge transfer is greater for syn-T3-L (ΔqL =
0.541) than for anti-T1-L (ΔqL = 0.522). This greater charge
transfer is confluent with the lowering of the HOMO⧧ for syn-
T3-L (ΔL

⧧ = 1.60 eV) compared to anti-T1-L (ΔL
⧧ = 1.54 eV).

Thus, the preference for the syn-T3-L transition state arises
from greater charge transfer, which is in turn due to greater
orbital overlap rather than a narrowing of the frontier orbital
energy gap of the distorted reactants.51 Similar conclusions can
be drawn from the Brønsted acid-mediated pathway.
Under fluoride activation, the energetically preferred path-

ways are both antiperiplanar, syn-T1-F and anti-T1-F with a
slight preference for anti-T1-F (ΔΔE⧧ = 0.9 kcal/mol, Table
1). Pathway anti-T1-F has a slightly smaller ΔF (ΔΔF = −0.02
eV), negligible charge transfer ΔqF (ΔΔqF = 0.002 e), and a
larger ΔF

⧧ (ΔΔF
⧧ = 0.07 eV), which all contribute to an overall

preference for anti-T1-F. Although syn-T3-F is less favorable
than both antiperiplanar transition states, it still has the greatest
overall charge transfer (ΔqF = 0.330 e), illustrating its superior
overlap energy. Thus, the primary contributors to the
diastereoselectivity in the fluoride-promoted pathway are the
steric and electrostatic repulsions that disfavor all four synclinal
transition states and the enhanced orbital interactions in anti-

Table 3. Orbital Energy Differences (Δx
a and Δx

⧧b) and Charge Transfer (Δqxc)

syn-T1 syn-T2 syn-T3 anti-T1 anti-T2 anti-T3

ΔL
⧧ 1.39 1.50 1.60 1.54 1.47 1.50

ΔL 4.18 4.18 4.07 4.07 4.18 4.19
ΔqL 0.473 0.528 0.541 0.522 0.526 0.525

ΔH
⧧ 1.59 1.72 1.75 1.67 1.66 1.63

ΔH 4.08 4.00 4.02 4.02 4.08 4.08
ΔqH 0.363 0.395 0.406 0.389 0.393 0.373

ΔF
⧧ 0.64 0.60 0.69 0.71 0.53 0.64

ΔF 3.81 3.81 3.85 3.79 3.98 3.80
ΔqF 0.316 0.315 0.330 0.318 0.326 0.293

aFrontier orbital energy difference of distorted reactants (eV). bDifference in energy between HOMO of the distorted reactant and the HOMO of
the transition state (eV). cCharge transfer determined from NBO charges.
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T1-F compared to syn-T1-F that favor formation of the anti
diastereomer.
Although enhanced orbital interactions accompany all three

(−)-synclinal pathways (syn-T3), the reasons for this preferred
arrangement are not certain. Two possible contributors can be
identified: (i) greater intrinsic overlap in the primary interacting
orbitals or (ii) in-phase overlap of orbitals not engaged in
primary interaction (secondary orbital overlap). In fact, as early
as 1986, Ahn and Thanh suggested that secondary orbital
overlap could be responsible for the preferred synclinal
arrangement of double bonds in the aldol addition reaction.52

In the following section, the importance of this contribution is
investigated.
4.4.2. Do Secondary Orbital Interactions Contribute to the

Preference for syn-T3? Secondary orbital interactions (SOIs)
are characterized by in-phase orbital overlap between atoms not
directly involved in bonding in the HOMO of the transition
state. The HOMO of the syn-3T transition states for each
reaction type qualitatively suggests a region of in-phase overlap
between the oxygen atom of the aldehyde and the methylene
group of the crotylsilane (Figure 6). If this overlap is sufficiently
energetically stabilizing, one might expect enhanced charge
transfer and/or a larger ΔL

⧧ compared to transition states that
do not possess this interaction.

The approximate contribution from SOIs can be teased out
by making relevant transition-state comparisons as illustrated in
Figure 7. The quantities that may gauge SOI contributions and
their determinations are shown at the bottom of Figure 7
(ΔqSOI, Δ⧧,SOI, ΔEpol

SOI, and ΔEintSOI).
53 The difference in

energy between syn-T3 and anti-T2 could furnish the
contribution from SOIs because they are both synclinal
transition states and the former contains overlap between the
aldehyde oxygen and the silylmethylene, whereas the latter does
not. However, they also experience different contributions to
the four parameters alluded to above because of different steric
interactions. These different contributions are: (a) the gauche
relationship of the methyl groups in syn-T3; (b) the gauche
relationship of the methyl group and the Lewis acid in anti-T2;
and (c) the steric interaction between the methyl and the
silylmethylene groups in anti-T2. To adumbrate the existence
of SOIs, the contributions that these parameters make can be
factored out by subtracting the contributions that they make to
anti-T1 from the contributions they make to syn-T3 to account
for interaction (a) above and by subtracting the contributions

that they make to syn-T1 from the contributions they make to
anti-T2 to account for interactions (b) and (c) above.54

The comparison of the syn-T3 and anti-T2 transition states
for the BF3 pathway provides the following results: ΔqLSOI =
−0.034 e, ΔL

⧧,SOI = −0.02 eV, ΔEpolSOI = 3.7 kcal/mol, ΔEintSOI
= −0.4 kcal/mol. All of these descriptors except ΔEint

SOI

indicate that SOIs do not make a stabilizing contribution to
transition state syn-T3.55 Similar data are obtained from the
Brønsted acid-promoted manifold; ΔqHSOI = −0.013 e, ΔH

⧧,SOI

= 0.01 eV, ΔEpol
SOI = 2.3 kcal/mol, ΔEintSOI = 0.4 kcal/mol.

From these results, it can be concluded that SOIs do not
contribute significantly to the synclinal preference for syn-T3.
The elimination of SOIs as a significant contributor to the

diastereoselectivity suggests that the preference can be
attributed to enhanced, primary orbital interactions. To identify
the contribution of primary orbital interactions, inspection of
the transition-state geometries provides valuable insights. For
example, differences in geometrical coordinates between two
transition states may reveal how achieving optimal primary
orbital interactions (as reflected in the near equality of the
orbital interaction energies (ΔΔEpol

⧧
(anti‑T2‑L − syn‑T3‑L) = 0.5

kcal/mol)) requires different levels of distortion. Inspection of
the crotylsilane fragment in the transition state reveals that an
additional amount of distortion is present in anti-T2-L that is
absent in syn-T3-L (ΔΔEd⧧(anti‑T2‑L − syn‑T3‑L) = 1.6 kcal/mol),
namely the distortion of the π-system (Figure 8).56 This
distortion in the crotylsilane is necessary so that the aldehyde
can adopt an appropriate approach trajectory in anti-T2-L for
ideal overlap. The distortion is induced by the steric interaction
between the methyl group of the aldehyde and the silyl-
methylene group. This observation explains why the orbital
interactions at a constant level of distortion favor syn-T3-L
more significantly (ΔΔEpol,d

⧧
(anti‑T2‑L−syn‑T3‑L) = 6.2 kcal/mol).

These conclusions are also consistent with the results from
model systems investigated experimentally (Scheme 4).8c

In summary, the overall transition-state energy for syn-T3-L
is lower than anti-T2-L because a lesser degree of distortion is
required in syn-T3-L to achieve the same level of primary
orbital overlap compared to anti-T2-L. Similar conclusions are
reached upon comparing Brønsted acid-mediated transition
states (syn-T3-H and anti-T2-H).

Figure 6. HOMO of transition states (HOMO⧧) for syn-3T-L, syn-
3T-H, and syn-3T-F with isodensity = 0.03 au.

Figure 7. Scheme for determining the contribution from SOIs.
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4.4.3. What Orbital Interactions Favor Synclinal Over
Antiperiplanar? The origin of the enhanced orbital interactions
present in synclinal transition state syn-T3 compared to anti-
T1 or anti-T2 compared to syn-T1 has not been elucidated up
to this point. The elimination of the SOI involving an in-phase
interaction between the oxygen of the aldehyde and the
silylmethylene carbon was ruled out because of an insignificant
energetic contribution.
A reasonable alternative for the enhanced orbital overlap

could be differential primary π→π* interactions. The differ-
ences in the orbital overlap of the FMO’s can be seen
qualitatively from Figure 9. The distorted FMO’s for syn-T3-L

and anti-T1-L as well as the corresponding transition-state
HOMO’s are shown. The HOMO’s of the crotylsilane are very
similar for both syn-T3-L and anti-T1-L. The major difference
is the approach of the aldehyde. The portion of the LUMO
localized on the carbon of the aldehyde in syn-T3-L is directed
more inward, toward the alkene π-system, due to the tilted
approach, than the portion of the LUMO localized on the
carbon of the aldehyde in anti-T1-L. The requirement for a
Burgi−Dunitz approach angle57 prevents additional overlap of
the aldehyde carbon with the internal alkene carbon in
antiperiplanar transition states. The difference in overlap is
also borne out by inspection of the transition-state HOMO’s.
The overlap between the aldehyde carbon and the alkene π-

system of the crotylsilane is more centered, while that for anti-
T1-L is more off-centered which may be expected to translate
to decreased overlap energy for anti-T1-L.
The π→π* interaction of interest was quantified, using

second-order perturbation theory through an NBO analysis, at
earlier points along the reaction coordinate for each pathway
(syn-T3-L and anti-T1-L), where extensive orbital polarization
and mixing has not yet taken place, to approximate the π→π*
interaction difference in the vicinity of the transition state
(Figure 10). Figure 10(a) is a plot of the energy difference
(ΔΔEπ→π*) between the π→π* interaction for syn-T3-L and
anti-T1-L, respectively. The energy difference increases to
ΔΔEπ→π* = 5.3 kcal/mol as the distance approaches dc−c = 2.28
Å. The energy difference also favors syn-T3-L upon
comparison as a function of distortion (Figure 10(b)). The
energy difference ΔΔEπ→π* is approximated to be 6.0 kcal/mol,
favoring syn-T3-L, at a distortion level of ΔEd = 11.0 kcal/mol
based on linear fits of the two curves (Figure 10(b)). Thus, as a
function of both distance and distortion, the syn-T3-L pathway
exhibits a greater π→π* interaction energy than the anti-T1-L
pathway. Similar conclusions can be drawn when comparing
synclinal anti-T2-L to antiperiplanar syn-T1-L. Additionally,
bond order results support the importance of enhanced overlap
with the internal alkene carbon atom for syn-T3-L.58

In conclusion, the enhanced orbital interactions in synclinal
versus antiperiplanar transition states can be attributed to
increased π→π* interactions. The greater overlap can be
explained by the tilted trajectory of the aldehyde in synclinal
transition states which directs the aldehyde LUMO toward the
center of the π system of the crotylsilane. Moreover, the
necessary Burgi−Dunitz approach trajectory57 prevents the
aldehyde in antiperiplanar transition states to engage in
additional overlap with the internal alkene carbon atom
resulting in diminished overall orbital overlap relative to
synclinal transition states.

5. SUMMARY AND CONCLUSIONS

In this study, the origin of diastereoselectivity in the crotylation
of acetaldehyde has been examined by computational methods.
Under electrophilic activation (BF3 and Brønsted acid), the syn
diastereomer is obtained experimentally with high selectivity,
and that selectivity is reproduced in these calculations. In
particular, the preferred pathway proceeds via (−)-synclinal
transition state syn-T3 for both activation modes. Under
nucleophilic activation (fluoride), the anti diastereomer is
observed experimentally and is also found computationally.

Figure 8. Transition states for syn-T3-L and anti-T2-L from two perspectives including that from the internuclear axis of the C−C bond of the
alkene from the silylmethylene-bound carbon.

Figure 9. Distorted HOMO of crotylsilane, LUMO of crotylsilane, and
transition-state HOMO for syn-T3-L and anti-T1-L. The HOMO’s
and LUMO’s have values of isodensity = 0.06, while the transition-
state HOMO’s have an isodensity = 0.05.
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However, unlike in the electrophilic activation modes, the
antiperiplanar transition states are preferred. The preferred
transition states have been rationalized using EDA, and the
most informative transition-state comparisons (from the data in
Tables 2 and 3) are illustrated in Figure 11 for which the
remaining conclusions are focused on.

5.1. Electrophilic Activation. 5.1.1. Denmark Model. The
observed syn diastereoselectivity in the Lewis acid-promoted
pathways primarily arises from the energetic preference for syn-
T3 compared to anti-T1. Transition state syn-T3 is favored
electrostatically and through orbital interactions but disfavored
sterically relative to anti-T1. The preferred orbital interactions
for syn-T3 can be accounted for by favorable orbital overlap
conducive to greater charge transfer. The reader should make
careful note that these two transition states correspond
precisely to the synclinal and antiperiplanar transition states
evaluated in the Denmark model system A, Scheme 4. The
computationally validated discovery that these two limiting

transition states are actually those most relevant to acyclic
stereoselection provides a highly satisfying vindication of the
significance of that model system. At the time of its disclosure
in 1983, the model was heavily criticized as being flawed
because it did not compare the synclinal and antiperiplanar
transition states that were believed to be relevant in acyclic
systems.

5.1.2. Yamamoto Model. The reigning dogma in the field of
allylmetal aldehyde additions6f posited that the diastereose-
lectivity could be explained by the difference in energy of the
limiting antiperiplanar transition states on the basis of steric
considerations (Yamamoto model, Figure 11). The calculated
results suggest otherwise as the lower-energy antiperiplanar
transition state (anti-T1) leads to the anti diastereomer
(ΔΔ E ⧧

( a n t i ‑ T 1 ‑ L − s y n ‑ T 1 ‑ L ) = − 3 . 0 k c a l / m o l ;
ΔΔE⧧(anti‑T1‑H−syn‑T1‑H) = −1.7 kcal/mol), not the observed
syn diastereomer under electrophilic activation. Although the
steric contribution to these transition states does indeed favor
syn-T1-L (ΔΔEexrep

⧧
(syn‑T1‑L−anti‑T1‑L) = −7.8 kcal/mol), this

preference does not compensate for the additional contribution
from the electrostatic (ΔΔEes

⧧
(anti‑T1‑L−syn‑T1‑L) = −4.4 kcal/

mol) and orbital interactions (ΔΔEpol⧧(anti‑T1‑L−syn‑T1‑L) = −5.5
kcal/mol) that favor anti-T1-L. The origin of the lesser
electrostatic and orbital interaction energies for the sterically
favored syn-T1-L transition state can be ascribed to the greater
π-distortion of the crotylsilane component present in syn-T1-L
similar to that illustrated in Figure 8.59

5.1.3. Seeebach Model. According to the empirical rules
developed by Seebach (Scheme 2),1 either the syn-T2 or the
syn-T3 transition states should be the most favored for these
reactions (depending upon whether rule iii or iv is dominant).
Interestingly, these two transition states are very close in energy
(ΔΔE⧧(syn‑T3‑L−syn‑T2‑L) = −0.7 kcal/mol; ΔΔE⧧(syn‑T3‑H−syn‑T2‑H)
= −1.0 kcal/mol) and are both lower in energy than the lowest-
energy transition states leading to the anti diastereomer. The
modest preference for syn-T3-L arises from the significantly
lower steric repulsion energy that more than compensates for
slightly less favorable electrostatic and orbital interaction
energies.

5.2. Nucleophilic Activation. The observed anti diastereo-
selectivity in the fluoride-promoted pathway mostly arises from
the energetic preference for anti-T1-F compared to syn-T1-F.
The basis for this preference mirrors the analysis for the
energetic differences between the antiperiplanar transition
states in the electrophilically activated additions. An interesting

Figure 10. (a) ΔΔEπ→π* (kcal/mol) = ΔEπ→π*(syn-T3-L) − ΔEπ→π*(anti-T1-L) and is plotted versus dc−c (Å). (b) ΔEπ→π* (kcal/mol) as a function
of the distortion energy ΔEd (kcal/mol).

Figure 11. Most relevant transition-state comparisons for crotylation
of aldehydes.
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comparison can be made between anti-T1-F and syn-T3-F
(Figure 11) because the latter is close in energy to syn-T1-F
and is favored in both electrophilic activation modes. Whereas
synclinal transition structure syn-T3-F does exhibit increased
orbital interactions, the electrostatic repulsion between the
negatively charged oxygen atom and the negatively charged
silylmethylene group in syn-T3-F offsets the stabilizing effects
from increased orbital interactions. Thus, the repulsion in
transition state syn-T3-F leads to an overall energetic
preference for antiperiplanar transition structure anti-T1-F.
This conclusion is supported by the experimentally observed
preference for the anti-T1-F transition state in model system A
(Scheme 4).
Lastly, the results of this investigation could be extended to

the qualitative design or rationalization of systems for the
addition of other π-donors including enamines, silyl enol ethers,
or silyl ketene acetals, to aldehydes, enones, nitroalkenes or
other π-acceptors. Moreover, insight regarding the favorable
topology of the reactants in the transition state as well as the
factors that control the topology (i.e., steric, electrostatic, or
orbital effects) may prove valuable for the design of more
stereoselective catalysts for this and similar transformations.
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